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E A R T H  S Y S T E M  G R I D

of simulated time. Each simulation run generated
huge volumes of data to be housed, managed, ana-
lyzed, and shared. A given IPCC assessment of
future climate requires the analysis of many such
datasets—a huge body of data generated from
many different models examining many different
future scenarios. The role of ESG is to provide sci-
entists worldwide with the ability and tools to
access, examine, and interpret these data. 

For the Fourth Assessment, one of the largest and
most important collections of models and data was
housed at the Program for Climate Model Diagnosis

and Intercomparison (PCMDI), located at Lawrence
Livermore National Laboratory. PCMDI serves as
one of ESG’s three primary storage and access loca-
tions (or “portal gateways”), and houses data and
models contributed to IPCC by numerous research
groups, part of which is known as the Coupled
Model Intercomparison Project Phase 3 (CMIP3). 

CMIP3 had become the largest international
global coupled climate model experiment and
multi-model analysis effort ever attempted. Ulti-
mately, a total of 17 modeling groups from 12 coun-
tries participated, employing 24 different models.
More than 35 terabytes of model data were collected
and housed in the archive; it is available to the cli-
mate community through ESG. 

How ESG Makes It Work
The data produced in the Fourth Assessment were
first transferred to, and then distributed from, a
central database archive maintained by PCMDI.
Future coupled climate simulations will produce
datasets so large that this “centralized” approach
will be impracticable, and it quickly became appar-
ent that the climate community needed a more
complex data distribution architecture enabling
simultaneous participation of multiple data cen-
ters. To accommodate this new paradigm, ESG-
CET began developing and implementing grid
technologies employing the Internet to link climate
centers and users across the globe with models,
data, and other resources. The ESG-CET consor-
tium comprises seven laboratories and one univer-
sity (figure 6) that today manage some 250
terabytes of data for seven different climate-mod-
eling efforts. The most important data collection
is the CMIP3 (the data used in the Fourth Assess-
ment), located at PCMDI, which is one of the por-
tals. Among the other six model data archives
managed by ESG-CET are the climate system
archive of the CCSM (the largest data collection on
ESG), as well as the archive of the North American
Regional Climate Change Assessment Program, an
international program with U.S., Canadian, and
European participation. More than 9,000 users
currently make use of ESG capabilities (figure 7). 

ESG-CET developed a vision of a virtual collab-
orative environment providing remote users with
the sense of “being there” with the data and com-
putational resources required to perform their
work. To this end, ESG employs a wide range of
grid technologies to build an interface to the large
and distributed data it manages, so that scientists
and other users can easily download, combine,
and analyze model data to develop projections of
future climate and its impacts (sidebar “Under the
Hood: Grid Software Makes ESG Function”). Each
of the eight members of the consortium is a node
on the “grid” and functions as a primary server;
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Figure 7.  ESG makes data a community resource, accessible worldwide. This image
shows the institutions that accessed ESG data during 2007.
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Figure 6.  The ESG-CET consortium is composed of seven laboratories—Argonne, Los
Alamos, Lawrence Berkeley, Lawrence Livermore, and Oak Ridge national laboratories;
the National Center for Atmospheric Research; and the Pacific Marine Environmental
Laboratory—and one university, the Information Sciences Institute at the University of
Southern California.
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•  Project history 
•  ESG-I (1999-2001)  
•  ESG-II (2001-2006) 
•  ESG-CET (2006-present) 

•  Production since 2004 
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Climate	  change	  research	  is	  not	  only	  a	  scien1fic	  challenge	  of	  the	  	  
first	  order	  –	  it	  is	  also	  a	  major	  technological	  challenge	  
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The ESG Gateway is a site which supports portal services.   
End users interact with a portal to search and download data and data products. 
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•  Gateway Nodes: where data is discovered and 
requested 

•  Gateway Node functionality includes  
•  portals, registration and user management 
•  search capability, distributed metadata 
•  may be customized to an institution’s 
      requirements, topical focus 
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Results from the Parallel Climate Model (PCM) depicting wind 
vectors, surface pressure, sea surface temperature, and sea ice 
concentration.  Prepared from data published in the ESG using 
the FERRET analysis tool by Gary Strand, NCAR. 
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*	  Plots	  generated	  from	  NetLogger	  
time time 

time time 

The number of concurrent 
transfers on the left 
column shows consistent 
over time in well-managed 
transfers shown at the 
bottom row, compared to 
the ill or non-managed 
data connections shown at 
the top row. It leads to the 
higher overall throughput 
performance on the lower- 
right column.  
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